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Introduction
Why a learning-based multibeam denoising algorithm?
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• Exponential growth in openly available MBES data [1]:
• Cheaper sensors
• Global initiatives to map the ocean,

e.g. GEBCO Seabed 2030 [2]

•  Raw MBES needs to be processed:
• 1 - 25% outliers  [1]
• Existing data processing procedure requires data experts

• Q: Can we develop a semi-automatic MBES cleaning 
algorithm that is requires less manual intervention and 
is more repeatable and scalable?

[1] Le Deunf, Julian, et al. "A review of data cleaning approaches in a hydrographic framework with a focus on bathymetric multibeam echosounder datasets." Geosciences 10.7 (2020): 254.
[2] Mayer, Larry, et al. "The Nippon Foundation—GEBCO seabed 2030 project: The quest to see the world’s oceans completely mapped by 2030." Geosciences 8.2 (2018): 63.

[1]



Method
Problem Formulation
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• Goal: given the noisy raw MBES point cloud R, recover the clean correspondence C

• Assumption for score-based methods [3]:
• C is sampled from an underlying distribution p (true seafloor)
• R is sampled from p convolved with a noise distribution n + additional outliers o
• Without the outliers, the mode of (p*n) = C -> Gradient / score of (p*n) can be used to move the points

Illustration of the denoising theory [3]

[3] S. Luo and W. Hu, “Score-Based Point Cloud Denoising (Learning Gradient Fields for Point Cloud Denoising),” in 2021 IEEE/CVF International Conference on Computer Vision (ICCV), pp. 4563–4572.



Method
Problem Formulation - score for MBES Point Cloud
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• Groundtruth score: 
• Assumptions /simplifications:

• X positions (along-track) are fixed (i.e. each MBES ping forms a plane with the seafloor)
• Y positions (across-track) can be moved according to MBES geometry given Z

• Intuition: 1D scalar (z-component) from the noisy point r to its closest corresponding clean point c



Method
Supervised Learning for the Local Score Functions
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Method
Score-Based Denoising for MBES Point Clouds
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• After training, the score network can predict the score of any points
• At inference time, the final score of a raw point r:



Method
Score-Based Denoising for MBES Point Clouds
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• Outlier detection:
• Interquartile range (IQR) from descriptive statistics
• Inliers = [Q1 - i*IQR, Q3 + i*IQR]

• Q1 = 25 percentile, Q3 = 75 percentile, IQR = Q3 - Q1, i = 5

• Denoising:
• Iterative gradient ascend using the score



Experiments
Dataset Construction
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• Dataset construction pipeline:
a. Manual cleaning of a MBES dataset collected by Ran using 

Kongsberg EM2040
b. Mesh construction using EIVA NaviModel
c. Draping pings onto mesh to obtain groundtruth clean point set 

using AuvLib
d. Dividing data into 32-ping patches for training and evaluation

•  Dataset details:

Clean bathymetry + AUV trajectory
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Results
Outlier Detection
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• Baselines:
• Two methods from Open3D library:

• Statistical outlier removal
• Radius outlier removal

• Both baselines are tuned on the test set to ensure strong performance

• Results:

Same ScoreNet with 
different number of 
neighbors in the final 
score ensemble



Results
Denoising
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• Baselines:
• Radius / statistical outlier removal + 2 interpolation techniques:

• Mean interpolation using 16 points around the identified outlier
• Ordinary Kriging implemented in PyKrige package

• Results:

Pure gradient ascend

Outlier detection w/ 
Scores + denoising 
w/ mean interp.

Score (knn) + mean
 + gradient ascend 
denoising using Scores
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Conclusions
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• We adapt a score-based point cloud denoising to MBES survey data
• We propose a training data generation pipeline that can be readily integrated into existing 

MBES data processing workflow
• For outlier detection, the score-based method outperforms all baselines
• For denoising, we combine score-based denoising and mean interpolation to handle extreme 

outliers

Code:


